
 Abstract - Visual search describes the process of how the 
eyes move in a visual field in order to acquire a target. Visual 
search needs to be quantified to improve future search 
strategies. This paper describes a hybrid neural network used 
to perform visual search classification. The neural network 
consists of a Learning vector quantization network (LVQ) and a 
single layer perceptron. The objective of this neural network is 
to classify the various human visual search patterns into pre-
determined classes. The classes signify the different search 
strategies used by individuals to scan the same target pattern. 
The input search patterns are quantified with respect to an 
ideal search pattern, determined by the user. A supervised 
learning rule, Learning vector quantization1 (lvq1) is used to 
train the network. 
 

                                                              
I. INTRODUCTION 

 

The present project relates to a LVQ network for 
pattern classification, which is able to vary it’s response 
signal by learning to separate and to identify a correct class 
of the input signal from repeated presentations of an input 
pattern signal. Vector quantization traditionally is a 
technique used for compression of speech and image data 
[7]. The aim of the network is to classify visual search. 
During free viewing where there is no objective, eye 
position can be modeled as a Markov chain with stable 
probabilities to describe the position of the fovea. During 
timed visual search, eye movements tend to be more 
structured [6]. People follow a very generalized subject 
dependent search pattern at first, and then follow a very 
generalized search pattern not dependent on subject but 
based on the task at hand [7]. There are varieties of schemes 
employed, such as horizontal step-down function, 
processing the display in a column format, spiral in or out 
etc. In this research, the hybrid neural network consists of a 
LVQ network that uses a supervised compet itive learning 
scheme and a single layer perceptron that uses the least-
mean-square (LMS) learning algorithm. The network is 
simulated in Matlab using the lvq function. 

The goal is to classify, compare and quantify visual 
search patterns. The work described in this paper is the first 
step towards reaching that goal. 

 
II. METHODOLOGY 

 
The architecture of a LVQ network is very similar to a 

self-organizing memory. In both networks each neuron 
excites itself and inhibits all the other neurons. The neuron 
(i.e. ith processing element) whose weight vector is closest 

to the input (i.e. winning neuron) has the largest net input 
and its output is set to one. All other outputs are set to zero. 
The network modifies the weight of the winning neuron as a 
function of the error (i.e. the difference between the input 
vector P(n) and the weight vector Wi(n)) and the learning 
rate á.  

 Wi is the weight matrix if the ith processing element. 
 Wi  (n+1) is new modified weight matrix. 
 Wi  (n) is the current unmodified weight matrix. 
  P(n) is the input vector. 
  á is the learning rate. 
 

The problems that a self-organizing memory has are the 
tradeoff between fast learning and stability and the problem 
of dead neurons. These shortcomings are overcome by using 
the linear vector quantization (LVQ) learning rule. LVQ is a 
supervised learning rule. The problem of dead neurons is 
overcome with the use of a conscience mechanism, and if 
the winning neuron in the hidden layer incorrectly classifies 
the current input, the weight vector is moved away from the 
input vector and the weights of the closest neuron to the 
input vector are modified to move it towards the input. If 
input P(n) is classified, correct then, 

 

whereas, if input P(n) is classified in-correctly then, 
 

The LVQ network has an input buffer layer for 
receiving the input pattern signal vector. The network is 
provided with intermediate nodes for comparing the input 
pattern to templates of already learned patterns. These 
templates may be realized as weights wherein a separate 
weight is provided for each element of the input pattern. 
Each template has a class associated with it, and there may 
be multiple templates sharing a common class. These 
intermediate nodes produce an output indicative of the 
similarity of the input pattern to the template.  
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Wi (n+1) = Wi (n) – á (P(n)–WI (n))                               
 

Wi (n+1) = Wi (n) + á (P(n) – WI  (n)) 

Wi (n+1) = Wi (n) + á (P(n) – WI (n))                          
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Figure 1. Architecture of the hybrid network. 
 

  
The similarity between two N-by-1 vectors A and B is 

defined by, 

calculating the Euclidean distance between them. Where 
dAB corresponds to the euclidean distance. The outputs of 
the LVQ network are transmitted to the single layer 
perceptron of the respective class. Each class has a unique 
processing element in the single layer perceptron 
associated with it. The single layer perceptron identifies  
the template that is most similar to the input pattern. The 
single layer perceptron forwards the node number and the 
value indicative of the similarity to the input pattern to a 
selector. The selector chooses the class associated with 
that template as the class of the input. The selector applies 
a learning rule lvq1 to the group of intermediate nodes 
belonging to the selected input class. An overview of the 
lvq1 algorithm is given below, 
 
1. All the weight vectors and learning rate parameters 

are initialized. 
2. The stopping condition is whether the input pattern is 

classified or not. If classfication is performed, quit if 
not, continue. 

3. For each input vector the algorithm performs steps 4 
and 5. 

 

4. Using equation (4), the weight vector that has a 
minimum euclidean distance to input vector is 
selected. 

5. The appropriate weight vector is updated using 
equation (2) or (3) depending on whether the 
classification is right or wrong. 

 
 

Figure 2.  Examples of the polygons with increasing sides 
 
    The inputs to the LVQ network were polygons 
generated using computer aided design software (CAD) 
as shown in Figure 2. The network was trained on nine 
polygon inputs composed of 3,4,5,6,7,10,15,20 sides and 
a circle. These formed the nine unique classes. The 
polygons were graded depending upon their similarity to 
the circle. The circle had a radius of 1.5 cm and all the 

dAB=�A–B� (4)
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other polygons of the training set are inscribed in the 
circle. These polygons were converted from the their 
CAD format to column vectors that could be recognized 
by the network. The network was trained on these inputs 
over a period of ten hours and then was able to classify 
the inputs to the nine unique classes as assigned by the 
user. This completed the training process of the network.  
 
 

Figure 3.  The display format . 
 

The output of the network as shown in Figure 2, was 
displayed in the form of pop-up figure showing the input 
pattern, the class it belonged to and the quantified value 
of its similarity to the circle. The percentage similarity is 
calculated as a function of the euclidean distance between 
the two patterns being compared.The display helps the 
user to see all the results in a single picture. 
 

III. RESULTS 
 

The extended training period of the LVQ network was a 
result of the size of the input vector. The conversion of 
the polygon drawings to column vectors resulted in an 
input vector size of 416,976 by 9. Once the network was 
trained, it was tested on eleven other polygons, generated 
in the same manner as the training inputs. When the test 
input vector was applied to the network, it was placed in a 
class with the least euclidean distance to the input. The 
similarity of the input vector to the circle was quantified 
as a function of the euclidean distance between the two 
patterns. The similarity gives us a measure to compare the 
polygons. There were two misclassifications. The polygon 
of twelve sides was put in class decagon and the polygon 
of seventeen sides was put in class of polygon of fifteen 
sides. Hence, the network had an accuracy of eighty two 
percent. This misclassification was because both the input 
vector polygons were far apart from any of the classes. 

This can be overcome by introducing two new classes 
namely, polygon of twelve sides and polygon of 
seventeen sides so that the gap between adjacent classes is 
reduced.  
  

IV. DISCUSSION  
 

The Network described in this paper has not been 
tested on actual visual search data. The next step will be 
to modify the network so that it can perform translation 
and scale invariant pattern classification. The size of the 
input vector needs to be reduced by only extracting 
features from the object. Hardware implementation of the 
LVQ network would improve the performance and 
operating speed of the network. This work will help in 
developing a true visual search quantifier and classifier. 

 
V. CONCLUSION 

 
The project provides a neural network self-organizing 

pattern classification system that is able to properly 
classify input patterns of data.  
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